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Abstract
Statistics is the study of the collection, organizatianalysis, interpretation and presentation of datdedts with all

aspects of data. It is usually noticed that some routiorelsvare given technical meanings in statistical pae&e.g.

LR I3

“mean,” “normal,” “significance,” “effect,” and “power”). It is essential to resist the temptation of conflating their technical
meanings. A failure to do so may have a lot to do with the ready acceptance of the “effect size” and “power” arguments in
recent years. As, statistics is used (i) to describeidatrms of the shape, central tendency, and dispeo§ithreir simple
frequency distribution, and (ii) to make decisions aboutptioperties of the statistical populations on the bassample
statistics. Statistical decisions are made with egfee to a body of theoretical distributions: the distibns of various test
statistics that are in turn derived from the appropsataple statistics. In every case, the calculatedtistts is compared
to the theoretical distribution, which is made up ofirdinite number of tokens of the test statistic in dioes Hence, the
“in the long run” caution should be made explicit in every probabilistic statement based on inferential statistics (e.g. “the
result is significat at the 0.05 level in the long run”).Despite the recent movement to discourage psychologists from
conducting significance tests, significance tests cadefiended by (i) clarifying some concepts, (ii) examiningrtile of
statistics in empirical research, and (iii) showing thatsampling distribution of the test statistic ishbibte bridge between
descriptive and inferential statistics and the prolgbiundation of significance tests. The present papeusées the
critical issues of statistics in psychological reskarc

Key words: probability, descriptive statistics, inferential &tts, random sampling distribution, statistical power |,
statistical significance.

1. Introduction

Statistics, as a branch of applied mathematics, dsnsfsunivariate and multivariate procedures. Psychokgise
univariate procedures when they measure only one veyitdi#y use multivariate procedures when multiple varsahte
used (i) to ascertain the relationship between two aenariables, (ii) to derive the test statistic, oi) (b extract factors.
As multivariate statistics is introduced in The Constructiod Blse of Psychological Tests and Measures, this article is
almost exclusively about univariatestatistics.

Before proceeding, there is a need of making a distintitween the substantive population and the statigtagallation.
Suppose that an experiment is carried out to sthdy effects of specialized coaching on the perfoomaf
students. The substantive population consists of all stsiddére sample selected from the substantive populatidiviced
into two sub-samples. The experimental sub-sample raciieespecialized coaching and the control sub-sampa/esan
ordinary coaching. In this experimental conteht, two groups are not samples of the substantive population, “all students.”

Instead, they are samples of two statistical populations defined by the experimental manipulation “students given specialized
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coaching” and “students given ordinary coaching.” In general terms, even if there is only one substamopulation in an
empirical study, there are as many statistical populatasthere are data-collection conditions. This leag important
implications such as (i) statistics deal with methodokjjcdefined statistical populations (ii) statistical doistmons are
about data in their capacity to represent the statlspopulations, not about substantive issues (iii) aparh frery
exceptional cases, research data (however numerouskaredtas sample data and (iv) testing the statistical iggistis
not verifying the substantive theory. Henceforth, “population” and “sample” refer to statistical population and statistical
sample, respectively. A parameter is a property of tipellption, whereas a statistic is a characteristib@fsample. A test
statistic (e.g. the student-t) is an index derived fromstrmple statistic. The test statistic is used to maktatstical
decision about the population.

2. Destriptive Statistics
In terms of utility, statistics is divided into descrigtiand inferential statistics. Psychologists use deseigtatistics to

describe research data succinctly. The sample stggsgicthe sample mean) thus obtained is used to derivesthsatistic
(e.g. the studen that features in inferential statistics. This is made possible by virtue of the ‘“random sampling
distribution” of the sample statistic. Inferential statistics consists of procedures used for (a) drawing conclusions about a
population parameter on the basis of a sample statistit(b) testing statistical hypotheses.

2.1 Data Tabulation and Distributions
Data organization is guided by considering the best watp (§escribe the entire set of data without enumeratiegt

individually, (ii) to compare any score to the rest @ #etores, (iii) to determine the probability of obtagia score with a
particular value, (iv) to ascertain the probability ofadbing a score within or outside a specified range bfeg (v) b
represent the data graphically, and (vi) to describe thEhgral representation thus obtained.

2.2 Simple Frequency Distribution
The entries in panel 1 of Table 1 represent the perfaceaf 25 individuals. This method of presentation becomes

impracticable if scores are more numerous. Moreoveés, ot conducive to carrying out the six objectives juentioned.
Hence, the data are described in a more useful way by (a) identifying the various distinct scores (the “Score” row in panel 2),
and (b) counting the number of timmeach score occurs (i.e. the “Frequency” row in panel 2). This way of representing the

data is the tabular “simple frequency distribution”.

Table 1. Variousways of tabulating the data

Panel 1: Enumeration of all scores

15 | 14 | 14 | 13 | 13 | 13 | 12 | 12 | 12 | 12
11 (11|11 11|11 | 10 | 10 | 10 | 10 9
9 9 8 8 7

Panel 2: The simple frequency distribution

Score 15 | 14 | 13 | 12 | 11 | 10
Frequency 1 2 3 4 5 4 3 2 1
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Panel 3: Distributions derived fromthe simple frequencyibigion

1 2 3 4 5 6
Score value | Frequency | Cumulative | Cumulative | Relative Cumulative
Frequency | Percentage | Frequency | Relative
Frequency
15 1 25 100 0.04 1.00
14 2 24 96 0.08 0.96
13 3 22 88 0.12 0.88
12 4 19 76 0.16 0.76
11 5 15 60 0.20 0.60
10 4 10 40 0.16 0.40
9 3 6 24 0.12 0.24
8 2 3 12 0.08 0.12
7 1 1 4 0.04 0.04
Total= 25

2.3 Derived Distributions
The frequency distributions tabulated in panel 2 of Tabdkave been represented in columns 1 and 2 of panel 3.i$his

used to derive other useful distributions: (a) tuenulative percentage distribution (column 3), (b) the utative
percentage (column 4), (c) the relative frequency (pildigabistribution (column 4), and (d) the cumulative probalilit
distribution (column 6). Cumulative frequencies abgained by answering the question “How many scores equal or are
smaller than X?” where X assumes every value in ascending order of numerical magnitude. For example, when X is 8, the
answer is 3 (i.e. the sum of 1 plus 2) because there isconerence of 7 and two occurrences of 8. A cumulativeepéage
is obtained when 100 multiply a cumulative relative frequency.A score’s frequency is transformed into its corresponding
relative frequency when the total number of scoreddgsihe frequency. As relative frequency is probabifitg, entries in
column 5 are the respective probabilities of occurrefitee scores. Relative frequencies may be cumulatdteisame way
as are the frequencies. The results are the cumulatibalglities.

2.3.1Utilities of Various Distributions
Psychologists derive various distributions from tsimple frequency distribution to answer differentstjoas. Fo

example, the simple frequency distribution is used to detertfie shape of the distribution. The cumulative peagent
distribution makes it easy to determine the standingsuioae relative to the rest of the scores. For exaniptan be seen
from column 3 in panel 3 of Table 1 that 22 out of 25 sches® a value equal to or smaller than 13. Similarlyrool 4
shows that a score of 13 equals, or is better than, 88k& afcores (see column 5). The relative frequencies ihalsy b
determine readily what probability or proportion of teye particular score may occur (e.g. the probability tifrggea score
of 12 is 0.16 from column 5). Thus, psychologists answer diffequestion using different types of probability distrititi
The ability to do so is the very ability required in kimay statistical decisions about chance influences orgusiany of the
statistical tables.

2.4 Brief Description of Data
Research data are described succinctly by reporting pnoperties of their simple frequency distribution: itash, cental

tendency, and dispersion (or variability).

2.4.1 The Shape of the Simple Frequency Distribution
The shape of the simple frequency distribution depictesloyrms 1 and 2 in panel 3 of Table 1 is seen when the fiegue

distribution is represented graphically in the form dfistogram (Figurela) or a polygon (Figure 1b). Columns 1 and 6
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jointly depict the cumulative probability distribution wdeoshape is shown in Figure 1c. In all cases, the sedues are
shown on the X or horizontal axis, whereas the freqgehoccurrence of a score-value is represented thirevértical axis.

A frequency distribution may be normal or noormal in shape. The characterization “normal” in this context does not
have any clinical connotation. It refers to the prtpsrof being symmetrical and looking like a bell, a8 &g having tvo
tails that extend to positive and negative infinitietheiit touching the X axis. Any distribution that does have these

features is a non-normal distribution.

1a): A histogram for the data in Panel 3 1b): Apolygon for the data in Panel 3 of
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Figure 1. Graphical representations of the simple frequency (a & b) and cumulative
probability distributions (c)

2.4.2 Measures of Central Tendency and Dispersion

Suppose that a single value is to be used to describeohdaa. This is a request for its typical or represtive value in

lay terms, but a request for an index of central tendamstatistical parlance. There are three such indicesle, median

and mean. The mode is the value thatoccurs the mest &fbr example, the mode of the data in Table 1 is 1Jpé&sesd 2).

The median of the data set is the value that spiiédttwo equally numerous halves. It is 11 in the dataahbld 1.

The mean is commonly known as the average. Considdoltbwing set of data: 18, 12, 13, 8, 18, 16, 12, 17, and 12. The
mean is 14. Introduced in panel 1 of Table 2 is x (i.e. thatlew score of X), which is the distance of X fronetmean b

the data. The mean is the center of gravity (or thanga point) of the aggregate may also be seen from paflable 2.

Table 2:Anillustration of the deviation score, sum of squares, variance, and standarddeviation of a set of scores
Panel 1: The deviation score

Deviation Deviation Deviation Deviation
Score (X) score soore times |  Score (X) score score times
frequency frequency
8 8-14=16 | -6x1=-6 16 16-14=2 |2x1=2
12 12-14=-2 | -2 x3=-6 17 17-14=3 [3x1=3
13 13-14=-1|-1x1=-1 18 18-14=4 [4x2=8
The sumof the deviation - 13 The sumof the deviation >=13
scores = 2= scores =
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Panel 2: The sum of squares, variance, and standard deviati

1 - 2 3 4 -
X | x=(X-X X’= (X-X)?
18 4 16.00
12 -2 4.00
13 -1 1.00
8 —6 36.00
18 4 16.00
16 2 4.00
12 -2 4.00
17 3 9.00
12 -2 4.00
Y= 126 0 sumof squares = 94.00
§= 94 +8=11.75
s= \(11.75) = 3.43

“deviation” in “standard deviation” refers to the deviation score illustrated in panel 1 of Table 2, and (b) “standard” refers to
a special sort of pooling procedure. For example, to caéctiee standard deviation of the scores in questioin, eathe
deviation scores is square and all the squared deviatioessare summed together. The sum of all squared deviatioes
is called the “sum of squares” (94 in the example; see row 11).

2.4.3 Degr ees of Freedom (df)
As the sample size is nine in the example in Tabla&tgtare nine deviation scores. Suppose that onayieess what they

are. We are free to assume any value for each dfrtiesight deviation scores (e.gl, -2, -2, -2, 2, 3, 4, and 4). These
eight deviation scores sum to 6. Given that the deviattmres of the sample must sum to 0, we are notdrassign any
value other than6 to the ninth deviation score. This means that th#hrscore is also not free to vary. In other wordy
(n — 1) of the sample of n units are free to assume any Villne deviation scores are derived with referenci.télence,
the parameter (n 1) is the degrees of freedom associated with X.

2.4.4 Standardization
It is very difficult to compare the cost of electrichigtween two states when they have different cddigimg. One solution

is to express the cost of the electricity in terms of a common unit of measure, a process called “standardization.” For
example, we may quote the electricity’s costs in the two states in terms of the number of ounces of gold.

Similarly, a common unit of measure is required when gaming data from data sets that differ in data dispersion.
Specifically, to standardize the be-compared scoresdnd Xis to transform them into the standard-score equivdign
by dividing (Xa — mean) and (X-— mean) by their respective standard deviations (o4 and og).If standardization is carried
out for all scores, the original simple frequerdigtribution is transformed into the frequency disttitn of z scores.
The mean of the z distribution is always zero andtasdard deviation is always one. Moreover, the digicgh of z score
preserves the shape of the simple frequency distribufidheoscores. If the original distribution is normalshape, the
result of standardizing its scores is the “standard normal distribution,” which is normal in shape, in addition to having a
mean of zero and a standard deviation of one. Theesnitn the z table are markers on a cumulative prabalait
percentage distribution derived from the standard normakcliris in its capacity as a cumulative probabilitytrilisition
that the distribution of the test statistic (e.g. F,tory2) is used to provide information about the long-run probability that a

population parameter would lie within two specified linfitse confidence- interval estimate).
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3.0 Correlation and Regression
Another important function of descriptive statisticstasprovide an index of the relationship between twoatdes. The

correlation coefficient is used to describe the refethip between two random variables. The regressieffiactent is used

when only one variable is random and the other isrobbed by the researcher.

3.1 Linear Correlation
Suppose that 10 individuals are measured on both variabtesl X/, as depicted in each of the three panels in Table

Depicted in panel 1 is the situation in which incredare¥ are associated with increases in X. While aqmtrpositive
correlation has a coefficient of 1, the present exarhpke a positive correlation of 0.885. The data showrad tte move

from bottom left upwards to top right, as may be seem frigure 3a.

Table 3: Some possible relationship between two variables

Panel 1: Positive Correlation

A | B|C|D|E F |G| H I J
X 7| 13 15/ 10| 19| 28| 26 | 22
Y 3 6 2 5114 10 8119 | 15| 17

N
N

Panel 2: Negative correlation

A B C D E F G H | J
X 221 26| 28| 19| 10| 15 4 2| 13 7
Y 3 6 2 5| 14 | 10 8|1 19| 15| 17
Panel 3: Zero correlation
A B C D E F G H I J

15| 6 2 5114 8
15[ 10| 19] 28| 26 | 22

X [10] 19| 17
Y 7113| 2

AW

Panel 4: A non-linear relationship

A|lB|]C|D|E|F|G]|H | J
X 7 | 13 4115]10]19) 28| 26 | 22
Y 7 8 2 511 ]10| 8 1 4 5

N

Panel 5: Data used to illustrate linear regression

A|lB|]C|D|E|F|G]|]H | J
X 3 5 7 911113151719 21
Y 81121111141 15|12|14]19] 20| 20

The data tabulated in panel 2 of Table 3 have been depicteéidure 3b. The data have a trend of moving from tdp lef
downward to bottom right. This pattern is typical ofemative correlation: X and Y are inversely relateddgfficient of-
0.81 in the present example). A perfect negative correlét@mna coefficient ofl. Figure 3c depicts the data tabulated in
panel 3 of Table 3. The data show a correlation coefficof-0.161, which does not differ significantly from 0. Thettra

plot assumes the form of a circle, which is indicatif/eo relationship between the two variables.
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3.2 Non-Linearity

Although the correlation is not perfect in either FigBeeor 3b, the data nonetheless show a linear tretiteisense that
when a straight line is drawn through the main bodyefdata points, the resultant line gives a good reprégentd the
points. Such is not the case with the plot in Figure 3uchwvrepresents the data shown in panel 4 of Table 8.
correlation coefficient in Figure 3d i€.204, which does not differ significantly from 0. Howevienvould be incorrect to
conclude that there is no relationship between X and Y.

The non-linear trend in the data in Figure 3d meanstheexact relationship between X and Y in panel 4 oferab
depends on the range of X. Specifically, there is aipegielationship between X and Y when the value o&Xmall. A

negative relationship is found with larger values of Kefle may be no relationship between X and Y in thdiune range
of X values. Taken together, Figures 3c and 3d make clearthibacorrelation coefficient alone is not suffidigior

interpreting correlational data. A scatter plot of tega is necessary. Moreover, Figure 3d shows that atioehl data
based on a limited range of either of the two vargldembiguous.
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Figure 3. Graphical representation of some relationships between two variables
3.3 Linear Regression

The correlation coefficient informs researchersdkient to which variables X and Y are related. Howeteconveys only
ordinal information. For example, given three correlattoefficients 0.7, 0.6, and 0.5, we can only say thahélirst one
indicates a closer relationship than the second ore(ld the second one signifies a closer relationship thea third one.
However, we cannot know that the difference betwden first two is the same as that between the seeowmdthird
coefficients. Moreover, the correlation coefficielttes not enable us to tell how much change thereYsper unit change
in X, or vice versa.

Suppose that the data in panel 5 of Table 3 are obtainethbipulating X and measuring Y. Recall that the medhds
point of balance of the data. Likewise, we may drawna through the data depicted in Figure 3e to represent

relationship between X and Y. To the extent that the ik a valid representation of the scatter plag possible to tell the

29
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amount of change in Y per unit change in X. In such a dypdhbe solid line is the regression line (or theeliof
prediction).

At first glance, drawing such a prediction line seemsraexact task because many such lines may be drawn veiQwiee
method of least squares is used to decide the best fitimgSpecifically, the dotted line marked di in Figure 8gresents
dropping a line perpendicular to the X axis from the datuntinguthe solid line at Y'. The difference between Yd afi is
di, which is squared. The sum of the 10 {dhi) the present example is the “sum of squares of prediction.” It is an index of
the error of prediction.

Given any such line, there are as many?(d§ there are data points. Moreover, each line gisesto its own set of (cfi)
The line that gives rise to the smallest error of prediction is chosen as the best fitting line (hence, the “least squares”
characterization of the method). The method of legisti®s gives rise to Equation (1):

Y= a+ bX(1)

where Y' is the predicted value of Y; a is the zereritdpt and b is the regression coefficient. Specijichlidescribes the
amount of change in Y per unit change in X. Numericahig zero intercept (a) represents the value of Y whén2¢ro.
Its conceptual meaning depends on the substantive meanitige aBsearch manipulation. Suppose that Y represents
examination grade and X represents the number of howstraf tutoring. The zero intercept represents the exaimina
grade when there is no extra tutorial. However, rebeascsometimes carry out regression analysis evemghhX is not a

manipulated variable. The zero intercept may not hayesabstantive meaning under such circumstances.

4. Bridging Descriptive and I nferential Statistics

Bridging descriptive and inferential statistics are uasiaheoretical distributions: the random sampling distiobst of
various test statistics. In what follows, the meanings of “random sampling” and “all possible samples” are introduced. An
empirical approximation to the “random sampling distribution of the differences between two means of samples is
practiced.Psychologists apply inferential statisticddcide whether or not there is statistical signifieawith reference to a
criterion value set in terms of the distribution of tiest statistic

4.5.1 The Meaning of Statistical Significance

It may be seen that “statistical significance” owes its conceptual meaning to the sampling distribution of the test
statistic. The said theoretical distribution is basedtlee assumptions that (a) the research manipulationaisigally
ineffective, and (b) random chance is thecauseof vanidti the score-values. Hence, to adopt the samplinghbdibn
based on Hlis to adopt chance influences as an explanation aldte In its capacity as the logical complement gftHe
conceptual meaning ofkd that chance influences may be ruled out as an exmanaftthe experimentaloutcome. Thisis
less specific than saying that the experimental manipalas effective because the significant result maybe to some
confounding variables (see Experimentation in PsychelBgyionale, Concepts, and Issues).

4.,5.2 Statistical Power

Ambiguity in significance tests is mainly because of the sample size. The critics” argument is that too small a sample size
will produce non-significant results despite a large eféépe. At the same time, statistical significancessured even
though the effect size is small if a large enough sasipkeis used. The ambiguity is eliminated if psycholodis@w the
probability of obtaining statistical significance. Powef the test is said to be the probability of obtaining statistica
significance.Stattical power is considered such an indexof some aspects of decision making (e.g. the researchers’

willingness or reluctance to choosg iH the face of uncertainty).
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5.0 Conclusion

It is evident from the above discussion that statistidbe study of the collection, organization, analysiterpretation and
presentation of data. It is used (i) to describe data mstef the shape, central tendency, and dispersion ofdimeple
frequency distribution, and (ii) to make decisions aboutpitoperties of the statistical populations on the bassample
statistics. From the sample statistics, theoretigstributions: the distributions of various test statsstare derived which
become the base of statistical decisions.Mostlyctieulated test statistic is compared to the theaddtiistribution that is
actually a cluster of an infinite number of tokenshdf test statistic in question. Therefore, in everypabdistic statement
based on inferential statistics, there is a needaofian in longrun. (e.g. “the result is significant at the 0.05 level in the
long run”). Apart from this, significance tests should also be conducted which are very helpful in clarifying some concepts,
examining the role of statistics in empirical reseaanl showing that the sampling distribution of the tedissic is both

the bridge between descriptive and inferential stasisticd the probability foundation of significance tests.
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